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Transcript 

This is an audio summary of Chapter 1 from the book “AIxEnergy: Intelligence, 
Infrastructure, and the New Power Equation,” written by Brandon Owens and voiced here 
by a Tavus avatar. 

The Data Deluge explores the hidden costs behind artificial intelligence—not just in code, 
but in electricity, water, and infrastructure. 

In 2018, the world created 33 zettabytes of data. By 2025, that number is expected to hit 
175. Every text, stream, and sensor ping fuels this surge—and AI depends on it. As data 
grows, so does AI’s appetite for energy. 

OpenAI’s GPT models jumped from 1.5 billion parameters to 175 billion in a year. The next 
generations are scaling into the trillions. And behind every leap lies an enormous power 
bill. 

Data centers—our digital factories—already use over 400 terawatt-hours a year. That could 
double by 2030. In the U.S., AI workloads alone account for 15 percent of data center 
energy use, with no signs of slowing. 
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But the biggest cost isn’t in training AI—it’s in using it. Each ChatGPT query uses about ten 
times more energy than a Google search. In 2023, ChatGPT was handling 200 million 
queries daily—equal to powering 50 American homes for a year, every single day. 

Training is no small feat either. GPT-4 may have consumed 1,700 megawatt-hours just to 
learn. That’s a power plant running for weeks to shape a machine’s mind. 

This isn’t theoretical. In July 2024, a lightning strike caused 1,500 megawatts of Virginia’s 
data center load to disconnect from the grid—then reconnect minutes later. The event, 
now called the “byte blackout,” revealed just how physical and fragile the cloud has 
become. 

States like Pennsylvania and Virginia are now bracing for tens of gigawatts of new 
demand—mostly from AI. PJM, a key grid operator, forecasts 50,000 megawatts of added 
load by 2032. That’s like building a whole new regional grid. And while data centers 
promise jobs, they also stretch water, land, and power systems. In towns from Texas to 
Missouri, residents are raising alarms. 

All that electricity becomes heat—and cooling it is a growing crisis. A single AI rack can 
emit over 100 kilowatts of thermal energy, the equivalent of fifty space heaters in a closet. 

To manage it, data centers are shifting to liquid cooling and full immersion—bathing 
servers in engineered fluids. Some systems now achieve Power Usage Effectiveness as low 
as 1.03, meaning nearly all power goes to computing. 

But there’s a catch: water. Many large centers use millions of gallons daily—sometimes as 
much as an entire city. In places like Oregon and Arizona, battles over water rights are 
intensifying. One estimate suggests ten GPT-3 prompts can use the water equivalent of a 
half-liter bottle—just for cooling. 

This isn’t just an energy issue—it’s a water issue, and a local one. 

By 2030, data centers may consume nearly a petawatt-hour of electricity per year. AI is on 
track to become one of the world’s largest energy drivers. Chips like NVIDIA’s H100 use 
more power than a home. Multiply that by thousands, and the scale rivals entire national 
grids. 

Some warn that we’re outpacing efficiency gains. Moore’s Law is slowing. The energy curve 
is rising. We’re building intelligence faster than we’re building sustainability. 

This is The Data Deluge. And we are all caught in its current. 
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The question now is whether AI becomes a drain—on electrons, water, and infrastructure—
or whether it can be reimagined to serve sustainability, optimize grids, and reduce waste. 

The challenge is not just technical. It is ethical, political, and immediate. 

Every byte has a price. Every prompt carries a hidden cost. And every click echoes—across 
silicon, wires, and skies. 

In the end, the intelligence we build will reflect the systems we choose to power it. 


